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Motivation
● Make a small graph out of a large graph while preserving some properties
● Fundamental operation
● Useful for visualization, scientific computation, and other downstream tasks
● Teng & Spielman's famous edge sparsification algorithm



Graph coarsening
● You can not preserve everything in general. So what properties are you 

considering?
● Spectral property! 

● Define projection/lift operator, graphs operator, and their properties



How to measure the quality?

● Compare                                      and 
●      can be quadratic form or Rayleigh quotient

●                     are the Laplace operators
●     is graph signal such as the eigenvalues of graph Laplacian 



Example



Invariant



Key Observation
● Existing coarsening algorithm does not optimize for edge weight
● Theory: convergence result 
● Practice: nearly identical eigenvalues alignment after optimization
● So let’s learn the edge weight

○ cvx. slow and does not generalize
○ Neural network: suboptimal but generalize



Graph cOarsening RefinemEnt Network (GOREN)



Experiments
● Extensive experiments on synthetic graphs and real networks
● Synthetic graphs from common generative models
● Real networks: shape meshes; citation networks; largest one has 89k nodes



Experiment
● Generalize to graph from same generative model
● Train on small subgraph, generalize to much large (25x) graphs
● Works for different objective functions, both differentiable or non-differentiable



Future work
● Combine with downstream tasks

○ Graph classification; scientific applications; combinatorial optimization on graphs…

● Optimize for node grouping operation
○ Reinforcement learning?
○ Gumbel-Softmax

● Extend to complex networks with node/edge features

Thank you!


