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Setting
● Binary classification

● Linearly separable data

● Classifier 

● Train by minimising the cross-ent loss by 
gradient flow
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● Logistic regression  [Soudry etal 2017]
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This work -- ReLU networks

● Orthogonal separability
○ Stronger version of linear separability

● Two-layer ReLU networks

Main result: We characterise what the net converges to.
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2. Two-layer ReLU networks

3. Trained by gradient flow with cross-ent loss

4. Near-zero initialisation
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Main result
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