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Kanerva++: extending the Kanerva 
machine with differentiable, locally 
block allocated latent memory. 



Kanerva machine & Dynamic Kanerva machine [3,4]

[3] Wu, Yan, et al. "The Kanerva Machine: A Generative Distributed Memory.” ICLR. 2018. 
[4] Wu, Yan, et al. "Learning attractor dynamics for generative memory." Advances in Neural Information Processing Systems. 2018. 

 

•Memory treated as a distribution. 

•Writes are inference:  

•Reads are sampling conditional: 

M ∼ p(M) = 𝒩(U, R, C)

p(M |X)
p(X |M)



Traditional allocator

Heap allocator vs. Kanerva++

K++ allocator



Write model.



Generative model.



Optimization objective.

Deterministic memory 



Results: memory conditional likelihood estimation
ln p(X |M) ≥ ℒT

VMA (Bornschein, 2017) - 103.6 - - -

KM (Wu, 2018a) - 68.3 - 4.37 -

DNC (Graves, 2016) - 100 - - -

DKM (Wu 2018b) 75.3 77.2 - 4.79 2.75

DKM w/ TSM (our impl) 51.84 70.88 4.15 4.31 2.92

K++ (ours) 41.58 66.24 3.4 3.28 2.88
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Improving generations through iterative inference.
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Iterative inference



 yt + ϵ
yt ∼ p(Y), ϵ ∼ 𝒩(0,0.01)

DMLab maze generation.

yt ∼ p(Y)
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