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Motivation

• Various auxiliary tasks have been proposed to accelerate state 
representation learning, thus improving sample efficiency (DRL). 

• Existing auxiliary tasks do not take the characteristics of RL problems into 
considerations and are unsupervised/self-supervised. 

• By leveraging returns, the most important feedback signals in RL, we 
propose a novel auxiliary task that forces the learnt representations to 
discriminate state-action pairs with different returns. 



Method
1. To formally characterize the desired representation.

2. To learn 𝑍!-irrelevance abstractions with sampled returns.

3. To derive a practical algorithm with more balanced labels.  

𝑍!-irrelevance abstractions 

𝑍-Learning algorithm

Return-based Contrastive Learning for RL (RCRL)



𝑍!-irrelevance Abstraction 

• Intuition: Leverage returns as supervision signals to design state abstractions. 

• Bring us a new form of abstraction, 𝑍!-irrelevance.  

• 𝑍!-irrelevance abstraction aggregates state-action pairs with similar return 
distributions under a certain policy 𝜋. 

Definition: Given a policy 𝜋, 𝑍!-irrelevance abstraction is denoted as 𝜙:𝒳 → [𝑁], 
for any 𝑥", 𝑥# ∈ 𝒳 with 𝜙 𝑥" = 𝜙(𝑥#), we have ℤ! 𝑥" = ℤ! 𝑥# .

Original state-action space 𝒳

𝑥"
𝑥#

𝜙 𝑥! = 𝜙 𝑥" 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑍# 𝑥! = 𝑍#(𝑥").

Abstract state-action space [𝑁]

𝜙



Benefits

• Better reduction of state-action space (a coarser abstraction).

• Approximate the 𝑄-values arbitrarily accurately.   

Proposition 1. Given a policy 𝜋 and the parameter for return discretization 𝐾, 𝑁!,% denotes the 
minimum 𝑁 such that a 𝑍!-irrelevance exists, we have 𝑁!,% ≤ 𝑁!,& ≤ |𝜙'(𝒮)||𝒜| for any 𝜋 and K, 
where |𝜙'(𝒮)| is the number of abstract states for the coarsest bisimulation. 

Proposition 2.  Given a policy 𝜋 and any 𝑍!-irrelevance 𝜙: 𝒳 → [𝑁], there exists a function 
𝑄: 𝑁 → ℝ such that 𝑄 𝜙 𝑥 − 𝑄! 𝑥 ≤ (!"# )(!$%

%
, ∀𝑥 ∈ 𝒳.

𝜙 can sufficiently represent Q-values. When 𝜋 → 𝜋∗, Q-value is exactly 𝑄∗(𝑠, 𝑎).  

Smaller abstract state-action space. 



𝑍-learning

• To learn the 𝑍!-irrelevance abstractions, we propose 𝑍-learning with a contrastive 
loss based on a dataset 𝒟. 

min
>∈?!,@∈𝒲!

ℒ 𝜙,𝑤;𝒟 ≔ 𝔼 B",B#,C ∼𝒟 𝑤 𝜙 𝑥F , 𝜙 𝑥G − 𝑦 G

• 𝜙: 𝒳 → [𝑁] represents the encoder (state-action representation).
• 𝑤: 𝑁 × 𝑁 → [0,1] represents the discriminator.   
• 𝑦 (binary label) indicates whether 𝑥", 𝑥#’s sampled returns belong to same bin.  



𝑍-learning

• 𝑍-learning can learn 𝑍!-irrelevance abstraction provably efficiently.

1. whenever $𝝓 maps two state-actions 𝒙𝟏, 𝒙𝟐 to the same value, |𝒁𝝅 𝒙𝟏 −
𝒁𝝅 𝒙𝟐 | up to an error proportional to 𝟏

𝒏
, where 𝑛 is the size of the dataset.

2. $𝝓 becomes a 𝒁𝝅-irrelevance abstraction when 𝒏 → ∞.

Theorem 1. Given the encoder H𝜙 returned by Z-learning algorithm, the following inequality holds 
with probability 1 − 𝛿 and for any 𝑥+ ∈ 𝒳:

𝔼,&∼.,,'∼. 𝕀 H𝜙 𝑥" = H𝜙 𝑥# ℤ! 𝑥+ / ℤ! 𝑥" − ℤ! 𝑥# |]

≤ 01
2

3 + 4𝑁#𝑙𝑛𝑛 + 4 ln Φ1 + 4 ln #
3

,

where |Φ1| is the cardinality of encoder function class and n is the size of the dataset.  

Corollary 1. The encoder H𝜙 returned by Z-learning algorithm with 𝑛 → ∞ is a 𝑍!-irrelevance, i.e., for 
any 𝑥", 𝑥# ∈ 𝒳, ℤ! 𝑥" = ℤ! 𝑥# if H𝜙 𝑥" = H𝜙(𝑥#). 



Return-based Contrastive Learning (RCRL)

1. The labels in the dataset may be unbalanced in practice, which may prevent the 
discriminator from learning properly. 

2. Manually determine bins on the return distribution as prior. 

⇒ Segmenting!
• Cut the trajectories into segments, where each segment contains state-action 

pairs with the same or similar returns. 

An example from Montezuma's Revenge in Atari.

!

Return = 800 Return = 800 Return = 900 



Experiments --- Atari-100K benchmark 
(26 Games)

• Outperform strong baselines, such as 
Rainbow, SimPLe, CURL. 

• Achieve even better performance 
when combined with existing auxiliary 
task, e.g. CURL. 



Experiments --- DMControl
• Outperform strong baselines, such as pixel SAC, CURL. 
• Comparable even to State SAC (The Skyline). 



Thank You!



Algorithm

Param #1 Param #2

Param #3

Sample data & Update all parameters.  



Experiments

• Analysis on learned representation
• Rainbow (w/o aux. task)      RCRL (w/ aux. task)
• pos (state-actions within the same segment)    neg (otherwise)
• Better performance results from better representation

pos neg


