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what is the optimal learning rate?
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Nonlinear regression



In simple problems (linear and quadratic regression) 
optimal learning rate is negative

How general is this result?
What is the intuition behind this observation?

Summary

This result is counter-intuitive, but the learning rate of the inner 
loop does not have to be positive to guarantee convergence.


