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Introduction

Malicious Personation:

Attackers create fake and disseminate as real
Examples:

- Malicious Personation (LinkedIn profile)

- Deepfake pornography

[1]
= Copyright Infringement:
Attackers claim ownership of generated content
Examples:
- Replicates of arts

a\‘\-\.
D e e
=
M
i A
3 A
> ? i
; i

]
1 ¥
i i
i

S USRS e e S

i

i (&
(4 5] £

2 (%
RPN

1Raphael S. (2019, Jul 14). Experts: Spy used Al-generated face to connect with targets. APNews.
2 Portrait of Edmond Belamy, 2018, created by GAN (Generative Adversarial Network)
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Introduction: Certified Model Attribution

Certified Model Attribution:

- Determine which model the content comes from

Problem:

- The set of models is growing.

Contribution:

- Proposed sufficient conditions of watermarking individual models



Methods: Criteria

» Distinguishability: Accuracy of key at classifying G4 against ID.
1
D(Gp) = 5 Bx~pg,x-rp|1(fp(¥) = 1) + 1(fp(x0) = —1)]
, where ¢ is the key and f, (x) = sign(¢’x).

« Attributability: Avle\zlraged classification accuracy of each generators.

1 o
A(®) = Nz [EXNPqu_[qbiTx >0, ¢/ x <0,V # i
i=1

« Lack of Generation Quality:
- FID! score

- Norm of mean output perturbation
Ax(P) = E, . p,|Gp(2) — Go(2)]

, where G, is the model owner’s generator.



Methods: Training

Fig. 2: (a) 90 deg. threshold. (b) Acute threshold
Step 1. Key generation to satisfy the sufficient co_n(ilitions:
i

¢; = argming. Ey pg, [maX{O, 1+ qb'l-rx}] + z max{0, quTgbi}
j=1

Step 2. Train user-end generative models to be distinguishable:
Obj. mingE,.p ,|l1G4 (2 6) = y||?]



Results

Keys Corresponding Examples

Fig. 4: Visualization of keys and contents

* Quality: Il Ax ll= 36.04, FIDy = 12.43 = FID = 35.23
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(e) JPEG (f) Combination

a) Non-robust (b) Blurring (c) Cropping (d) Noise

Fig. 5: Visualization of Robust Training

Scenario: Adversary can modify the outputs of the generative models.
Assumption: The post-processes are known.

Trade-off: Robustness and Generation Quality

Objective function of robust user-end model:

ming E,.p rep, [max {O, 1—fp, (T(G(l,i(z; 9,;)) } + C||Go(z; 0) — Gy (2; Hl-)”z]



Summary & Future Direction

« Sufficient conditions:
- Keys satisfy distinguishability.
- Keys are mutually orthogonal.
* This conditions relies on linear classification.
« Toward Nonlinear classification:
- Sufficient conditions under nonlinear classifier
- Increase the capacity of keys
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