
Decentralized Attribution
of Generative Models

Changhoon Kim*, Yi Ren*, and Yezhou Yang

1

Published as a conference paper at ICLR 2021



Introduction
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Malicious Personation:

Attackers create fake and disseminate as real

Examples:

- Malicious Personation (LinkedIn profile)

- Deepfake pornography

[1]

Copyright Infringement:

Attackers claim ownership of generated content

Examples:

- Replicates of arts

[2]

1 Raphael S. (2019, Jul 14). Experts: Spy used AI-generated face to connect with targets. APNews.
2 Portrait of Edmond Belamy, 2018, created by GAN (Generative Adversarial Network)



Introduction: Certified Model Attribution
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Certified Model Attribution:

- Determine which model the content comes from

Problem:

- The set of models is growing.

Contribution:

- Proposed sufficient conditions of watermarking individual models

𝝓𝟏

𝝓𝟐



Methods: Criteria
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• Distinguishability: Accuracy of key at classifying 𝐺𝜙 against 𝔻.

𝐷 𝐺𝜙 ≔
1

2
𝔼𝑥 ~ 𝑃𝐺𝜙 , 𝑥0~𝑃𝔻

𝟏 𝑓𝜙 𝑥 = 1 + 𝟏 𝑓𝜙 𝑥0 = −1

, where 𝜙 is the key and 𝑓𝜙 𝑥 = 𝑠𝑖𝑔𝑛 𝜙𝑇𝑥 .

• Attributability: Averaged classification accuracy of each generators.

𝐴(𝔊) ≔
1

𝑁


𝑖=1

𝑁

𝔼𝑥 ~ 𝑃𝐺𝜙𝑖
𝜙𝑖
𝑇𝑥 > 0, 𝜙𝑗

𝑇𝑥 < 0, ∀𝑗 ≠ 𝑖

• Lack of Generation Quality: 

- FID1 score

- Norm of mean output perturbation

∆𝑥(𝜙) ≔ 𝔼𝑧 ~ 𝑃𝑧 𝐺𝜙 𝑧 − 𝐺0(𝑧)

, where 𝐺0 is the model owner’s generator.

1 Heusel, Martin, et al. "Gans trained by a two time-scale update rule converge to a local nash equilibrium." arXiv preprint
arXiv:1706.08500 (2017).



Methods: Training
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Step 1. Key generation to satisfy the sufficient conditions:

Step 2. Train user-end generative models to be distinguishable:

𝜙𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜙𝑖 𝔼𝑥~𝔻,𝐺0 max{0, 1 + 𝜙𝑖
𝑇𝑥} + 

𝑗=1

𝑖−1

max{0, 𝜙𝑗
𝑇𝜙𝑖}

𝑂𝑏𝑗. 𝑚𝑖𝑛𝜃𝔼𝑦~𝐷𝛾,𝜙 ||𝐺𝜙 𝑧; 𝜃 − 𝑦||2

Fig. 2: (a) 90 deg. threshold. (b) Acute threshold



Results
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• Quality: ∥ ∆𝑥 ∥= 36.04, 𝐹𝐼𝐷0 = 12.43 ⇒ 𝐹𝐼𝐷 = 35.23

Fig. 4: Visualization of keys and contents

Keys Corresponding Examples



Robust Training

• Scenario: Adversary can modify the outputs of the generative models.

• Assumption: The post-processes are known.

• Trade-off: Robustness and Generation Quality

• Objective function of robust user-end model:
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𝑚𝑖𝑛𝜃𝑖𝔼𝑧~𝑃𝑧,𝑇∈𝑃𝑇 𝑚𝑎𝑥 0, 1 − 𝑓𝜙𝑖 𝑇 𝐺𝜙𝑖(𝑧; 𝜃𝑖 + 𝐶||𝐺0 𝑧; 𝜃0 − 𝐺𝜙𝑖 𝑧; 𝜃𝑖 ||
2
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Fig. 5: Visualization of Robust Training



Summary & Future Direction

• Sufficient conditions: 

- Keys satisfy distinguishability.

- Keys are mutually orthogonal.

• This conditions relies on linear classification.

• Toward Nonlinear classification:

- Sufficient conditions under nonlinear classifier

- Increase the capacity of keys
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